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ABSTRACT

TURKISH - ENGLISH MACHINE TRANSLATION SYSTEM

In this project, a Turkish-English parallel corpus is created and a machine trans-
lation system based on that corpus is constructed. We started by analyzing an already
existing corpus. Then, we decided to organize the existing corpus so that the new
version would be more reliable to use. After organizing the already existing corpus [1],
we created a statistical machine translation system using Moses [2]. Experiments with
different sizes of the corpus are conducted on the system to optimize the result. We also
tried to create a neural machine translation system, however we didn’t have enough
computer resource to run any neural machine translation tool. Therefore, we decided

to conduct experiments with processed input to find better results.
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1. INTRODUCTION AND MOTIVATION

Firstly, we decided to create a Turkish-English parallel corpus that can be later
used with machine translation applications. A corpus means a large collection of text
produced by real users. A parallel corpus is a collection of two corpora, in a way that
one is the translation of the other, and texts are aligned,which are Turkish and English
in this project. To create a more comprehensive corpus than the already existing ones,
we started with checking the status of these corpora and collecting translated data. We
also did a literature scan to learn sentence alignment algorithms as we were planning

to create our corpus.

After checking the state of the art, we decided that the existing BOUN corpus [1]
is a very extensive and we could organize this to create a more organized one to use with
machine translation systems. We divided the corpus into separate texts that contain
different types of books. We though this classification would give better results for

different contexts.

Then we moved on to the machine translation systems. We planned to work with
statistical and neural machine translation in that order. For SMT, we used Moses,
a statistical machine translation system, and Giza, a word-aligning tool can be used
with Moses. Moses [3] is a statistical machine translation system that allows you to
automatically train translation models for any language pair. Moses offers two types
of translation models: phrase-based and tree-based. We used phrase-based translation
model. We used both the corpus we designed and the pre-existing corpus [1|. Details
of how we organized the corpus and used Moses and Giza can be found in the Methods

section.

Unfortunately, because of the technical problems like our computer power, we
would not be able to move on to neural machine translation, instead we worked on our

data to get better results with Moses.



2. STATE OF THE ART

2.1. Turkish-English Parallel Corpus

There have been several English-Turkish parallel corpora which are done prior to our
project. We have inspected those corpora to see how can we improve the current

sources.

There has been some work on creating corpus from religious texts. [4] is a very
extensive corpus that contains tokenized and aligned Bible in XML format for more
than 10 languages. |5] also has an aligned Bible corpus for Turkish and English. The
Bible corpus contains nearly 93k lines. Also, [1| contains a religious book about

Quran which is also aligned.

[6] is an aligned corpus that contains news articles in Turkish, English and Kurdish.
The corpus is aligned in XCES format which is very commonly used format in
parallel corpus research. The size of the corpus is very nice as well, containing 35080

sentences.

[5] contains aligned Bible (as mentioned above), user manuals and short stories. The
corpus is encoded in XML format and is aligned. The manual data is very extensive
data which nearly contains 150000 lines. However, the corpus also is a little unclean

and contains unnecessary tag words in the XML file.

Another corpus is [7] that contains mainly book 1984 and a short TDK manual. The
fiction book 1984 is not very well aligned but it is a clean translation. The TDK

manual is aligned but very short, containing only 10 lines.

[8] is also an available Turkish-English parallel corpus which is aligned and ready for
use. However, the corpus data is not open for examination and is only usable in

projects.



The main corpus that we are examining is [1] which is a very large (nearly 600000

lines) aligned Turkish-English corpus. The corpus contains several types of books like
religious books, theater play, fiction and web-site guide. However, the corpus contains
all the data together in one place and needs to be divided into smaller sections for the

ease of use.

2.2. SMT and NMT

After organizing our corpus, we started to work on creating a SMT system using
Moses. Thus we did a research about how Moses can be used with Turkish-English
parallel corpus. [9] is a SMT system made with Moses bu Tubitak, and has high BLEU
scores(around 50), which is our base criterion. In this research [9] they experimented

with hierarchical phrasebased models.

We also read the thesis of our seniors that has also worked with Moses on a

different project. They helped us to understand how to install and run Moses.



3. METHODS

3.1. BOUN Turkish-English Parallel Corpus

There exists a Turkish English parallel corpus created by the contributions of
Bogazici University and ITU [1]. It has two aligned files, one in English and one in
Turkish and composed of many texts. It contains official documents, movie scenarios,

and religious and literary texts.

We want these aligned files separately to use it in a machine translation system
and to create a well-organized corpus. Also, since the alignment degree of the corpus

is unknown, we decided to create a better-aligned corpus using these.

Our first attempt is to divide this huge text files into smaller meaningful parts.
The corpus was created in this way, texts are divided into different sized parts, which
are combined in mixed order, and some of them are repeated. Hence, we started to

divide these files.

We worked synchronously on the same text. The size of the whole corpus is
nearly 700000 lines, so we divided it into two sections. One of us would work on the
first 350000 lines of the text where the other one would work on the last 350000 lines
of the corpus. That way, tow people could work on the text synchronously. We put
English and Turkish files to separate links. The Drive links can be found below.

To separate one text file from the corpus at first we searched for the sentences
in Google and found the book that the sentence belongs to. Then continue looking
through the text to see the end of the text piece. Around the end of the text piece, we
check each line to see if they belong to the same book. After finding the end and start
line of the text in one language, the same lines of the other language corpus is checked

and that part is selected as well.



After finding the list of the books that are used in the previous research, it became
easier to find which book that the sentence belongs to. We could check if the book

contains the given sentences from the book’s PDF file.

After determining the end and the start lines of the text piece, we would put it to
a separate text file and upload this file to the Drive. Finding the same text in another
language is easy because the corpus is sentence aligned. By checking corresponding
line numbers, we would also be checking if the alignment is correct. The names of the

books in the corpus can be seen in Figure 3.1.1.

BOOKS
1D NAME CATEGORY TYPE SUB-TYPE #OF WORDS LENGTH FORMAT QUALIT® SOURCE ADDITIONAL INFORMATION
BOD1 harry pottar-felsefe tag kitap fantastix 56000 170sayfa  txt,docpdf 1 pdf N, pafstetedoc TR
B002 harry potter-airlzr odas kitap fantastik 67.000 18osayfa  txt,docpdf 1 pdf EN, pefsttedoc TR
BOO3 harry pomer-azkaban wasag) kitag famasix 84500 1785ayfa  terdocpdf 1pdf En, pafinasdoc TR
BOOZ  harry pottar-ste; kadehi kitap fantasmk 150000 302sapfa  txt,docpdf 1 pdf EN, pafstxtedoc TR
3 kitap fantastik 200000 418sayfa  doc, pof 1pdfEn, loc TR--sayfa nlari var

kitap fantastik 142.000 4505ayfa  tet,dac,pdf It 1pdfEN, D docsit TR

kitsp fantastx 119,000 380sayfa  txtdoc,pdf lit 1 pdf EN, tetedocslit TR-baz yerde balimler yarim

kitap fantastik 106.000 310sayfa  tet,doc,pdf Iit 1 pdfEN, tetedocelit TR
BODS 1854 by S=orgs O kitsp hilimiurgu 65000 z20sayfs  txt 1BEEN, 1 Bt TR
B010 NMzcheth by Shakesceare kitag trajedi 18200 32sayfa  tat, i, pof 1 pdf EN, himl+txt TR —Di¥ALOG SEKLINDE..
B011 Petsemaiary by Stephen King kitag korky 87.000 182sayfa  txt, pof 1B EN, 1 beepdf TR
BO12 D2 vingi Sifresi kitag polisye TF.200 295 sayfa 1pdfem, 1pH TR

e kitso 24.700 1IiEN, 2 bt TR

kitag politik 13.000 3353yfa : 1/ EN, 2 b TR
B015 Plato-Statesman kitag 700 10853yt good  hito:liwww kitap perisi.com/ 1IN, Zna TR —gijzlog seklinde...
B016 Tommaso Campanells - City of sun kitap 0szyfa i oer good  hitorifweww kitap perisi com/ I EN, 2 1t TR felsefe
B017  Dostopewski - Yeraltindan Notlar kitag 25532 good it EN, L b TR
BO1E Thoreau- Hakaiz ranetime Karsi kitag 2153y good 1IN, L docTR

kitsp 8835 sayfa good 11t EN, 2 lit TR{ciltt-cilt2 sekinde]
B020  Avistoteles - Atinalilarin Devieti kitag a3sayfa doc,txt good 1docEN, 1t TR
BO21 Plato - Republic kitag sagsafa bl linme good /RN, L pa1doc TR
022 Mari Twin - Tom Sawyer kitsp 138s3pfs  doc, lit very good wnew insanizm com 11t EN, 1 docTR
8023 vohtaire - Candide kitag raman m0sayfa  doc,txt good  hitpliwww kitap. perisi.com/ 1docEN, 1t TR
BO24  Clausewitz - Savas kitap inceleme  savas 10ssagfa  doc, html adequate hitp-iwww kitap perisi.com/ 1html EN, 4 cilt olarsk doc TR
B025  Lenin - Deviet ve izl kitap incslame 20 53yfa 3 good  wnwwinsanizm.com 11/t TR, 7 doc TR{nerbiri 1 chapter)
B026 Plato - Apology kitag palitik 1zsayfa i TR, L txt+ L hitml EN
B027  Cicero -vaslifik ve Dostuk kitag essayfa lit, 1/ EN, L hml TR
B025 Stephen King - Green Wil kitag duygusal lit, paf, txt 11t TR, 1 tt+ 1 pdFEN
B028  Carus - On the nature of Things kitag doc,txt 2docEN, 1tx TR —siir seklinde yazilmis
030 Tolstoy - Mzster and wan kitag drzm dac, ot 1pdfTR, 108 EN
031 Tolstoy - lvan Il kitap drzm ¥ dac, txt 1docTR, 1 it EN
B032  belgariad-1k oyuncagi kitap fantastix 70.540 157sayfa  htmpdf 1pdfTR. 1 htm EN
B033  belgariza-Zouyuculer kralicesi kitag farastx 106.000 19553yfa  hem,pof 1pdfTR. 1 m EN
BOSL  belgarizd-3sihiroazin tuzagi kitag fantastix htm paf 1pdfTR. 1 Htm EN
8035 belgarizd-dbuyuiu sato kitag fantastix hem,pof 1pdfTR. 1 htm EN
BO36  belgarizd-Sefsuncunun son ayunu kitag farasmk 116.580 107sayfa  hem,pof 1pdfTR. 1 htm EN
BO37 Arthur Clarke-20014 Space Odyssey  kitap bilimiurgu 61850 136sayfa  doc,pdf 1docTR 1 pdfe1 doc EN
B033  Arthus larke-Rama_2 kitag bilimburgu 114,470 zassayfs oot 1EETR, LEEN
B039  Arthur dlarke - rendezvous withrama  kitap bilimiurgy 72.000 19353yl docdoc n 1docTR, 1 docEN
B020  bemard snaw - Sezsrve Klsopatrs kitap drzms 30000 10zsagla  himi, b good  hitorifwww kitap perisi com/ 162 EN, 1 htmi TR
B041 kafka - Metamerphosis kitap 15.700 28sayfa doc,txt wherw.insanizm.com 1docEN, 1t TR
BOaz postne -fausmt kitag 12700 40szyfa docixt 1docEN, 1B TR
B023  gogol Tarss Bulbz kitsg kurzu 51760 sasmyfa  pdfter 1pdfTR, 1 tet EN
B042 Eleanor_H_Porter-Follyanna kitap iyimseriik 05.000 301sayfa  txtixt 1t TR, LA EN
B045  Anawle France - Thais kitap sk ma 38600 69sayfa  tadoc i ( 1naEN, 1docTR
B025 Dostosveky - Karamazov Karsesler kitsp drzm 350,000 Se2sayta  txtdoc good i w kitsp perisi com. 115t EN, 2 doc TR{Ri cilt sekiinge]
8047 Turgenev - rudin kitap 53.460 118sayha it pood  hitpliwwwgutenbem.org/ 1txtEN, LIitTR
BO48  Stevenson - Markheim kitap hikaye 5600 11sayfa  tetdoc good 1naEN, 1docTR

Figure 3.1.1 - Books in the corpus



8048 Dostoysvsdi-KUMAREAZ kitap roman drzm 62850 12653yl tetlit good  hitp autenbang org AtEEN, 1t TR
8050 Goeths - Iphizenia in Tawis kitap opun drama 19.6230 assayfa it wery good hitp gutenberg.org/ 1ttEN, 1t TR
BOS1  Lermentow - A Hero of Our Time Kitap roman dram, macers 37.000 sgsayfa  xtdoc good  hig tenbeng.org/ 1EEN, 1 doc TR

B0Sz  Maliere - The Imaginary d kitag oyun elegti 14.900 51s2yfa wtdoc zdzguate 1 1nDEEN, 1doc TR
BOS3  G. Leroux -Mystery of vellow Room kitap roman polisiye 47250 85sayfa tet,doc good ey freatljterature com 1t EN, 1 doc TR
BOS4  JackLondon - The call of the wild kitap roman 23800 63 52vfa wlit good wwy freaCLiterature. con 1neEn, 1litTR
8055 Dostoyevsi - Devils kitap roman siyasal 260.000 24053yt htmi,lit i 2 htm EN, 1 lit TR{turkes karakterler bozuk. |
B0S5  Balzac - Eugenis Grandet kitap roman 55750 93smyfs  tetdoc AtEEN,1doc TR
Balz i kitap hikaye 13.300 27seyfa et AuEEN, Lt TR
kitap. roman 52800 91 sayfa txt,doc AtxtEN, 1 doc TR
kitap roman psikaloji 23.380 75 yfa et lit 1t EN, 1 it TR
e Happy PrinceTales kitap hikaye ook 10.700 18seyfa  tetdoc very good AuEEN, 1docTR
8051  Dostoeusky - Crime and Punishment  kitap roman psikloji 203.000 330sayfa  tetdoc/itpdf | good f . - 1 tatepdfedoc EN, 2 it=2 pdf TR 2 cit halinde. )
8052 20 Soruda Evrim Teorisinin Cokisi  kitap din 20514 c, rtf good  wwwharunyahya org 1doc TR docEN
8083 Allsiz Kur'an't Nasil Yorumlar kitap dini 18143 god  wwwharunyshya org 1doc TR docEN
8064 Allsh Akills Blinir kitap din 21556 zod  wwwharunyahys org 1doc TR 1 doc EN
8085 Allah igin Yasamak kitap din 20379 good  wwwharunyahya o 1doc TR doc EN
Boss  Allah'in isimleri kitag. dini 48301 good www harunyahya.org 1dec TR1dec EN
BOG7 Allah'in Munis Sanat kitap dini 13567 good waww harunyahya arg 1 doc TR 1 doc EN
B068 Renk Sansti kitap dini 16382 good www harunyahya org 1doc TR 1 doc EN
B069  Allah Korusu kitag dini 22758 good www harunyshya.org 1doc TR1dec EN
8070 Allah Sevgisi kitap din: 13180 £ood ahya o 1doc TR doc EN
B071 Alting ] kitap dini 16754 good www harunyahya org 1doc TR 1 doc EN
8072 Amerikan Ulussl Bilimler Akademisin kitap dini 42382 god  wwwharunyahya org 1doc TR docEN
BO73  Atom Mucizesi kitap dini 24161 good wuwhaninyahya org 1doc TR 1 docEN
8074 Bitkilardski Yarstis Mucizesi kitap din, 26090 fod  wwwharunyshya org 1doc TR doc EN
8075 Biyomimetik Teknoloji Dogay: Takiit E kitap dini 27951 good wwwharunyahya.org 1dec TR1docEN
8075 Cszhiliye Toplumunds Insan Karakterk kitap dini 27888 good sy harunyahya org 1doc TR 1 docEN
8077 Canllardak Fedakarlk Ve Akilc Dav kitap din 28651 mod  wwwharunyahys org 1doc TR 1 doc EN
Ba78 QDG.HSI' Sizin |? 1 ktag dini 17535 good www.harunyahya org 1dec TR1dec EN
B079  Gocuklar Sizin Ig kitap. dini 16215 good yang 0 1doc TR 1 doc EN
BOBO Goziim Kur'an Ahlaki kitap dini 32231 good www harunyahya org 1doc TR 1 doc EN
8031 Darwinizm'in Kanli ideciojisi: Fasizm kitap dini 7289 good wwwharunyahya.org 1decTR1 docEN
8082 Darwinizm'in_ Karanlk Slyisi kitap dini 23863 good  wawhanunyahya arg 1 doc TR 1 doc EN
8083 Decealin Ayini Terér kitap din 23418 mod | wwwharunyahys o 1doc TR 1 doc EN
8084 Cocuklar Darwin Yalan Soyledil kitap dini 15212 good  wwwharunyahya org 1doc TR docEN
8085 Darwinizmin insanlija Gefirdig Beial kitap din, 0458 good | wuwhanunyahya g 1doc TR docEN
SHORT TEXTS
ID  namE #OF WORDS LENGTH FORMAT  GUALIT) SOURCE ADDITIONAL INFORMATION
TODL | bilkent yonetmelik kisa metin 2800 7sayfa adequate wyny bilkent e i etlamalar, farkdi cumle yapilar var
T002 | erhan sizorta tosa metin 3300 Ssayfa very good ceviribifim belum bag dolurulacsk form sonrasi normal text
7003 ileri eng boun losa metin 2.440 7sayfa edequate wwwboun edu tr stlzmalar, farkii cumle yapileri
TOO4 | record 2005 tasa metin 345 13378 good | mail informal, kisa
T005 | web omex tosa metin 400 253yfa very good tercuman burosu formal, kaiitesi yuksei
TO0§ | working ceapits ksametin  rehber 3200 10s8yfe very good tercuman burosu isletme sermayesi rehber ¢ kitabl
T007 | yorum ksametin_ kose yazisi £1.880 125 sayfa 2dequate hurriyet.com, zaman.com
7005 hotelybakksl kisametin  rekiam 432 258y adequate hitp istap perisi com/
To0S | mars ksametin i 101 1sayfa adenus istiklzl marg: cevirisi
TO10  ninr ksametin _ hikays 485 2 sayfa hikays
TOL1 | gefeali ksametin  hikaye 358 25ayfa i hikays
To12 | yezikaya ksametin  tznitim 1s8yfa hitp. kitap perisi.com diizyezi ceviri
T3 savas danslzn ks metin i 13zyfs siir
T014 | sen suclu degilsin ksametin  sir 1sayfa sir
TOLS | sevin birh ksametin  siir 1s8yfa siir
Figure 3.1.1 - Continued
TO16  unutma ksametin  sir 1s2yfa adequate. siir
7017 | werolus ucgen ksametin sir 1s8yfa adequate siir
OTHER RESOURCES
ID  nNamE QUANTITY FORMAT  GUALIT) SOURCE ADDITIONAL INFORMATION
%001 sltyasilar 5 adst st sub  adequate www divialivazi com siire sztriann silmek gerrekiyor,bol atlamal,zor ceviri
X002 tezler 13 adet doc, pdf wery good sy cmps boun edu tr kisa Bzstler ssdece, FDF handing sorunu

Figure 3.1.1 - Continued

3.1.1. The reference links for the texts

Below, we put the reference links and corresponding ID numbers for Figure 3.1.1

for the text files we separated from the BOUN Corpus.

e Arthur Clarke, 2001 A Space Odyssey, B037
— English, https://drive.google.com/file/d/1w8tSVWOEDt5pcSQHxQ8WuVbkgurWivCi/view?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d/1Q33CFPTvemumhsz3TI6vHuaMMwil1x3F /view?usp=sharing

e Lev Tolstoy, Anna Karenina, BO19
- English, https://drive.google.com/file/d /1p4Cb2WqdCyEmX5pGElfpz-Qv _kk5hQUR/view?usp=sharing
— Turkish, nttps://drive.google.com /file/d/10wk _whgSk5vK-tPpCcO0USUSbyCksGMM /view?usp=sharing

e J.K. Rowling, Harry Potter and the Goblet of Fire, B004
— EIlgliSh, https://drive.google.com/file/d/1nTncn725 A4dHRtH6wERUz0zGUR{X9v0qW /view ?usp=sharing



— Turkish, https://drive.google.com/file/d/1JIJN1zJSVSs9vEgS L4SKr PxsTu2Yol9/view?usp=sharing

J.K. Rowling , Harry Potter and the Prisoner of Azkaban, B003
— English, nttps://drive.google.com /file/d/1YThiUFUtrcpD4HvTrqBFeECOLB _ LTOMt /view?usp—sharing
— TllI'kiSh, https://drive.google.com/file/d /InWrNOqPZkVMAvkO6SpGcZT3xQrV _HDto/view?usp=sharing

David Eddings , Enchanters’ End Game, B036
— English, https://drive.google.com/file/d /1MuZfzvcfLLPzoiNtgYrQP9IV-YI9CX Y13 /view?usp=sharing
— Turkish, nttps://drive.google.com /file/d /1] Aci85P8NbMu35sMqtxOZHJIn7T50lpimi/view?usp=sharing

Bilkent Yonetmelik, T001
— EIlgliSh, https://drive.google.com/file/d /1t AHSPXPcxI5xOmlIrlSanulhgSH2ZWD28 /view ?usp=sharing
— Turkish, https://drive.google.com/file/d /1JAci85PENbMu35MqtxOZHJIn7T50lpimi/view?usp=sharing

Voltaire , Candide, B023
— El’lghSh, https://drive.google.com /file/d/1nrPyq-LI9rG7GbeCd-6Nzyd L60MpgnTcQ/view?usp=sharing
— Tlll'kiSh, https://drive.google.com/file/d/13vHgFYIMfwH-Qg8cYiaBJ8XO0IfT13sWO /view?usp=sharing

Aristoteles , The Athenian Constitution, B020
— English, https://drive.google.com/file/d /12829h9FmEDi3RFRgBnPIvilaUPDO0csDF /view?usp=sharing
- Turkish, https://drive.google.com/file/d/1KbQi4OrJAeUQrVCz62wlbH8RMDfxol5y /view?usp=sharing

David Eddings , Queen of Sorcerers, B033
— English, nttps://drive.google.com /file/d/THY HXWdFmOh _OC69nqRi7AGvqKtgBxpju/view?usp—sharing
— TllI'kiSh, https://drive.google.com/file/d/THYHXWdFmOh OC69nqRi7TAGvqKtgBxpju/view?usp=sharing

David Eddings , Castle of Wisardy, B035
— English, https://drive.google.com/file/d /INiDyct4dMRVZdXNUwcD2diAc7xVXTxfi9/view?usp=sharing
— TU.I'kiSh, https://drive.google.com/file/d /1RSP099j2BzWIcxN7IcdlCV Urzmt-sOgB /view?usp=sharing

Bernard Shaw , Caesar and Cleopatra, B040
— EIlgliSh, https://drive.google.com/file/d/1x17XePmM641gs-5cWKOdh2SQESAP2801 /view ?usp=sharing

Turkish, https://drive.google.com/file/d /1HjSenG5i p2a ACHORpM j X50GGT H g5k S8 /view?usp = sharing

Dan Brown , The Da Vinci Code, B012
— English, nttps://drive.google.com /file/d /186aanGkwbcft5ZbcDtRDOGYY3DChpY5H /view?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d /1ut Y 1-IKPJxdYqEcI4tk1KGj5YIBIjASB /view?usp=sharing

Descartes , Discourse on Method, B013
- English, https://drive.google.com/file/d /1r7zfxipeQDHIDZNAKkdASmB4NwK1KJPP /view?usp=sharing
— TU.I'kiSh, https://drive.google.com/file/d/11fODE7mRJLG-99sxrKx2RaQlEca3gL-X /view?usp=sharing

Lenin , State and Revolution, B025
— English, nttps://drive.google.com /file/d/1K5i4UnLMvp3JCmXJEIZDWCZIE206Ety U /view ?usp—sharing
— Turkish, https://drive.google.com/file/d/1Z1-HisCn6X20DjaZPinjb9liAdzy03a6 /view ?usp=sharing

Dostoyevski , Ecinniler, B055
— English, https://drive.google.com/file/d/1gRRbINgArL2RTMHDWz-N6Kzbr27pn3hq/view?usp=sharing
— Turkish, nttps://drive.google.com /file/d/1xr_ WUbPIPLzz6UqX _A9np5RHWLF _G2HR /view?usp=sharing

Tolstoy , Master and The Man, B030
— EIlgliSh, https://drive.google.com/file/d/1B53 LEEwdogdwlqCJYGKdTHdGnUQZ{5L /view?usp=sharing
— Turkish, https://drive.google.com/file/d/19YFQh6uswUIZr6goIQZLIFQglxIILY1/view?usp=sharing



Erhan Sigorta, T002
— El’lghSh, https://drive.google.com /file/d/1eosV5SA2F JHGcgScfOv4uol3JsdNCkcH /view?usp=sharing
— Turkish, nttps://drive.google.com /file/d /1QHUzx0y34SdHXVUoLYMoVq_ wa3XSorhq/view?usp=sharing

Honore de Balzac , Eugenie Grandet, B056
— English, https://drive.google.com/file/d /129QP-5Yj74tehXvCnnRYB8 ZhDdqVLkX/view?usp=sharing
- Turkish, https://drive.google.com/file/d/1BAMWI1LfgGvT6cQVIHulQzZZVQCrCzQed /view?usp=sharing

J.K.Rowling , Philosopher’s Stone, BO01
— English, https://drive.google.com/file/d/1Q5rjGPMFKLUEjWv2 eY3btQCeutZs8-T /view?usp=sharing

Turkish, https://drive.google.com/file/d/1QZdBf3PORsAY Loj ZdvZn6s fW94LJbY /view?usp = sharing

Eric Roth , Forrest Gump, X001
— n iS ttps: rive.google.com/file 1PPeiMrurj8s0jNs7 eRnEw3N1- Vr/view7usp=sharin
English, https://drive.googl file/d/1PPeiMrurj8s0jNs7VEWJeRnEw3N1- V ?usp=sharing
— Turkish, nttps://drive.google.com /file/d/1rjxpgdfY HQyvkEOAuhcRqNNYAvWQS1lq/view?usp=sharing

Henry David Thoreau , On the Duty of Civil Disobedience, BO18
— English https://drive.google.com /file/d /1BsOhGIXLqx19KIwPeDQMqlhcCSzy2By5 /view?usp=sharing
)
— Turkish https://drive.google.com /file/d /1JMDX0SqzMvQq9ADxpaGNzwQV1GZR5G3y/view?usp=sharing
)

Harun Yahya , Book Collection
— English, nttps://drive.google.com/file/d/1iDRKN1r5a60d4iK VCFHX UW42¢8jbLji /view?usp=sharing
— Turkish, https://drive.google.com/file/d/1QkIhMbTvIbGM1jEV VrudB62pxmFad7wJ /view?usp=sharing

Stephen King , Pet Sematary, BO11
— English, https://drive.google.com/file/d /12P DhuMTqr4PkcP5n0ji2kIRJnFG-g5K /view?usp=sharing
- Turkish, https://drive.google.com/file/d/1yTT _rEINwWW?7DN6d-tjyXOXNTCCc7 _hh/view?usp=sharing

Hotel Baykal, T008
- EthSh, https://drive.google.com /file/d /1qe1VuogATKnvH4R-52Ka zhRDmj2IZdF /view?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d /143bgUXh-Kj3MN7eEFylX3wNcOgkbVFtR /view?usp=sharing

BOUN , Advanced English, T003
— English, https://drive.google.com/file/d /1Fa7fyL88MXCXwnwCWfo2sHPkXmywUrNH /view?usp=sharing
— Turkish, nttps://drive.google.com /file/d/IXHAKBbX M3hbiRasXHyJDgDdWTSInbPn/view?usp=sharing

Moliere , Imaginary Invalid, B052
— EIlgliSh, https://drive.google.com/file/d/1L1U8R66SdAlaDcj4lVMIiaOKsfyCmDnk/view?usp=sharing
- Turkish, https://drive.google.com/file/d/1eONy7mEqj41MXw7EULAJU-0laiBPmbAm /view?usp=sharing

Goethe , Iphigenia in Tauris, B050
— English, nttps://drive.google.com/file/d/1tUVM370VmyVFe _Z8mXHVUT5NZtH3ESLI/view?usp=sharing
— Turkish, nttps://drive.google.com /file/d /1 EoL8feMrk4K7ZahYRMf5n85a wHtpsjRD /view?usp=sharing

Mehmet Akif Ersoy , The Turkish National Anthem, T009
— English, https://drive.google.com/file/d /1pYZmlSiSrGHbaAWnip01 mFP-Al wBgD /view?usp=sharing
- Turkish, https://drive.google.com/file/d/1unwm1OB8JZgeJa7llrMFPMg KnF1tvhPb/vi ew?usp=sharing

Tolstoy , The Death of Ivan Ilych, B031
— English, https://drive.google.com/file/d /1IEhUIPDCCpDdlUSx6tHjnR-UeU3vdsZvs/view?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d/1GjilCuD1qJzby-Y0SzU9GSI8ydhm6qgoo/view?usp=sharing

Dostoyevski , The Gambler, B049



— English, https://drive.google.com/file/d /INLp6enDMg0Fk9Jie8TL-HM9qde54FERF /view?usp=sharing
— TU.I'kiSh, https://drive.google.com/file/d/1QMpT0gq8asPfmaPbsohYub- nWbAHBQ2/view?usp=sharing

TEB , Jewellers Block Insurance,
— EIlgliSh, https://drive.google.com/file/d /120wzJnaTmEbcVVPm1up4XT3Zj CT7YfRa/view?usp=sharing
- Turkish, https://drive.google.com/file/d/13014qvkx ACYjzvY 69mc6q988e0SIfOCV /view ?usp=sharing

Shakespeare , Macbeth, BO10
— English, nttps://drive.google.com/file/d/InMYHxpXgWR _ 06A0Vk30jWwS3DM?7jl13Hw /view?usp=sharing
— Turkish, https://drive.google.com /file/d /I TRm-Ep40XoU0cG1QE0YvDigx6-JaR2CD /view?usp=sharing
Y

David Eddings , Magician’s Gambit, B034
— English, https://drive.google.com/file/d /10CGk37qlIPpboauMinbKXdVcelmgxwFz/view?usp=sharing
— Turkish, https://drive.google.com/file/d /1dHfgvWzh8M Uxarj T GSHkk9wnfQWgt M-y /view?usp=sharing

The Wachowskis , Matrix, X001
— EthSh, https://drive.google.com/file/d/1pb3Vshi6fqwyoa20g09iRMgmUpe5Tefo/view ?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d/15TkRSqjt8 GShPHmM2JccQZejWOP2NZarD /view?usp=sharing

Oscar Wilde , The Happy Prince, Tales, BO60
— English, https://drive.google.com/file/d /1-Afj3BkJbS9yELhWY6-cn0OZGx__hio x/view?usp=sharing
- TU.I'kiSh, https://drive.google.com/file/d /1LWRMI9lkXQgt GWiPO6 YzwkQ8X0YeRGK6y /view?usp=sharing

Musteri Iliskileri
— EIlgliSh, https://drive.google.com/file/d/1cX27DOPWG6tRW UnalL7yV-TEyGEBQJYM /view?usp=sharing
- Turkish, https://drive.google.com/file/d/1e07zs5 OUElvPh5px0qECXvnv6FAiX-k/view?usp=sharing

Bob Peterson , Finding Nemo, X001
— El’lghSh, https://drive.google.com/file/d /1n2COa0WzkuBE SANQflwxwJ94Kj Cno_/view?usp=sharing
— Turkish, nttps://drive.google.com /file/d /16EDImzkSgY qf92YzuFiJAICLRuVnVZK _/view?usp=sharing

Lucretius , On The Nature Of Things, B029
— English, https://drive.google.com/file/d /1 _2scOp53LMIn-vXq30KF3p9fk6x bDyM/view?usp=sharing
- Turkish, https://drive.google.com/file/d/1dYBtayFCN5dQ502Hz7niOPWMSYLM5mI6 /view?usp=sharing

Anatole France , Penguin Island, B058
— English, https://drive.google.com /file/d /12GvrTNhGTUNeqClAeQCVYQOsg3TnIRoN /view?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d /1LYvsUocNMuqzwxx3p6LW10cWL28hqnld/view?usp=sharing

Anna Sewell , Pollyanna, B044
- English, https://drive.google.com/file/d /1iIKG3 x10u_TBUgLiA2IoQupwmRBbBCr3/view?usp=sharing
- TU.I'kiSh, https://drive.google.com/file/d /1hPL8CZ571A1JJ2bFIBhzUOaxFNMsiPSM /view ?usp=sharing

Arthur C. Clarke , Rama, B038
— English, https://drive.google.com/file/d/1z9E97GkPXVK9fdu Bq9AATWI1frXPjfv/view?usp=sharing
- Turkish, https://drive.google.com/file/d/1SCO5C8ay TN JvC5SJz12Yky22BGAHkvOd /view?usp=sharing

Arthur C. Clarke , Rendezvouz With Rama, B039
— El’lghSh, https://drive.google.com/file/d /1akmbbgdF6 LTE7 OOc_Ibz1lLWHbOT]/view?usp=sharing
— Turkish, https://drive.google.com/file/d /1nROxunbW5 EgBhoRfBwmyMIznljLuB4e/view?usp=sharing

Turgenyev , Rudin, B047
— EIlgliSh, https://drive.google.com/file/d/1qhXGCzDp8RXzMOx4RmyWOCJZ2w5rCVz1 /view?usp=sharing
— Turkish, https://drive.google.com/file/d /1vOeFc08vIbgurKi71hym4fMi9R8nrOWR /view?usp=sharing
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Gaston Leroux , Mystery of Yellow Room, B053
- El’lghSh, https://drive.google.com/file/d /1dHXmel-PEjjySZjko2rG6XnQFv-jJb_5/view?usp=sharing
— Turkish, nttps://drive.google.com /file/d/1pibQeTQuvXhRj4zMaNrYBW7qkEd2m _1H /view?usp=sharing

Lokman Cayci , Savas Danslari, T013
— English, https://drive.google.com/file/d/1u9RQ_gFqMehYjxSV-hDwT9rocGODdW26 /view?usp=sharing
- Turkish, https://drive.google.com/file/d/1Q2FcXh6rHjIVpW-3eZiUujt11ArSXQhv /view?usp=sharing

Halil Dagdelen , Sen Suclu Degilsin, T014
— English, nttps://drive.google.com /file/d/1PxdnFNsiB1k6bd4ihDLdHiEgoYuTGc _x/view?usp—sharing
— TllI'kiSh, https://drive.google.com /file/d/15gxqz7iNZLdouVz4lzZ1o0Wk2 36248u9/view?usp=sharing

J.K.Rowling , Chamber of Secrets, BO02
— English, https://drive.google.com/file/d /121CzaOsAjN1TMdtSB7ZvjlZu5P0X3b60 /view?usp=sharing
— TU.I'kiSh, https://drive.google.com/file/d /1Ezppl gO9¢BG1loGO1NaB2mwrwq6sq _fr/view?usp=sharing

Plato , Socrates’ Defence, B026
— English, https://drive.google.com/file/d/1qlhghgxiHILASGBSAqAYAvbUmYTVTO4J /view?usp=sharing
— Turkish, https://drive.google.com/file/d/17YnoS5tX8FBnplwOIltAjBd7sI6uyqFoi/view?usp=sharing

Peter Schlemihl , Chamisso, B059
— El’lghSh, https://drive.google.com/file/d /1pcmiFR4IihiBABcdjIRXS4rp359we-uR /view?usp=sharing
— Turkish, https://drive.google.com/file/d/1 gkg ptmii6QsyiR6pxjdvvB2 GDbKqga/view?usp=sharing

Platon , Statesman, B015
— EIlgliSh, https://drive.google.com/file/d/11agQMIxB3b6j0tP1Q51plDw-KSHvM3LD /view?usp=sharing
— Turkish, https://drive.google.com/file/d /1ZzYdISLD06otDdcnRmydr z93w4-9B91 /view?usp=sharing

Tolstoy , Crime and Punishment, B061
— English, https://drive.google.com/file/d /1ILMXymWoHX QTuQtHcJA4cM wHWKwc8NI/view?usp=sharing
— Turkish, https://drive.google.com/file/d /1Hs-2m3k8r2fydcrOpBS  K2KgtkMMLBXd/view?usp=sharing

The Peach, T011
- EthSh, https://drive.google.com/file/d /1 AsxPX6Mpz-qf WZT4QgRMzmtyM1c2vAS4 /view?usp=sharing
- Turkish, https://drive.google.com/file/d /1IFsUEOvLy9XfyHIZuvTdrUnlOYs 6gvD3/view?usp=sharing

Thais , Anatole France, B045
— EIlgliSh, https://drive.google.com/file/d/1dOth2FFkJHIzjXH3tVCYR4UwLOddsbGce/view?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d/1Im1mxGUwFkCQnSDNb5Vnq0JnxHLUnA8m /view?usp=sharing

Harun Yahya , The Golden Age, B071
— English, https://drive.google.com/file/d /1BI5roylpZr509D0INQ82qqMAIrG _ ARy7/view?usp=sharing
— Turkish, nttps://drive.google.com /file/d /1IFOQINv8BhIINOVBIIqGAwWVP32zU- _7tC/view?usp=sharing

Robert Louis Stevenson , The Merry Men,
— EIlgliSh, https://drive.google.com/file/d/1W6RCAjF{SpKTjhJVLQB-R5P8WAKB2NDJ /view?usp=sharing
— Turkish, https://drive.google.com/file/d/17sMfIMH9GYskyk UR3yGQRWnT1jD8MbT /view?usp=sharing

Platon , Republic, B021
— English, nttps://drive.google.com/file/d/ 1zbxwkCi23Lg86-McZDmxaemmOdW _JxUU /view?usp=sharing
— Turkish, https://drive.google.com/file/d /1c-mIMMmluTkcih1CpaSKCwXaQf-3N kG /view?usp=sharing

James Cameron , Titanic, X001
- English, https://drive.google.com/file/d /1-3116-GhJmMTbnfFpC-a0712Y GTGe8z0/view?usp=sharing
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- Turkish, https://drive.google.com/file/d/1uJhASadtbWbp3BNvavOvuJu_z8nXdoSl/view?usp=sharing

e Mark Twain , The Advantures of Tom Sawyer, B022
— EthSh, https://drive.google.com/file/d /ITdENV8FmtCqWggempCc2fmc3A7i 6RI11d/view?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d /115aecpf20CFEMMVqjHIQI1g4NtBNuJpO/view?usp=sharing

e Guillermo Arriaga , 21 Grams Script, X001
- nglis ttps: rive.google.com/file 1YazcVojRyDOvb6 apdmWT09BwtsUm/view?usp=sharing
English, n d 1 file/d/1YazcVojRyDOvb6FFBSapdmW T09BwtsU ? h
- i ttps: rive.google.com /file x1xIz10Qqc wv jbNuubxqJu/view?usp=sharing
Turkish, n d ] file/d /1CQAxIxIzI0Qqc) 7Y XwvWOMjbNuubxqJ ? h

e Jack London , The Call of the Wild, B054
— EIlgliSh, https://drive.google.com/file/d/1v6-Q5t VDWMUyCuflttillPRnzhMBI8Y1/view?usp=sharing
- Turkish, https://drive.google.com/file/d /1I0UjCsxkVRzgWUOHbgwChG7NtqPvQIIL /view?usp=sharing

e Plesk
— El’lghSh, https://drive.google.com/file/d/1cl w5jOceHunsGAhwuHWifr-HRVB-E77 /view?usp=sharing
— Turkish, https://drive.google.com/file/d /1mxxI0HyGpI1IEWH6mgG8ZoQD3Ai kht3t/view?usp=sharing

e Marcus Tullius Cicero , Friendship and Old Age, B027
— English, https://drive.google.com/file/d /1FotL74NwpUhGhbLiUjPhzQH-YGTTSJ{T /view?usp=sharing
- Turkish, https://drive.google.com/file/d/1IFTPb3n7ZhVJkJI6DKKmOtixwNsW5X t2/view?usp=sharing

e Yazilikaya, T012
— EthSh, https://drive.google.com/file/d /1264pNv6PvUgmosOMes212-DCCumpR8WA /view?usp=sharing
— TllI'kiSh, https://drive.google.com/file/d/1-tVIXHKKHJfycnkk6xn9XazsatOWM _3x/view?usp=sharing

e Francis Bacon , New Atlantis, B014
— EthSh, https://drive.google.com/file/d /1A012gFnOwBcPFFMwULDYciTO9mkV0rOf/view?usp=sharing
— TU.I'kiSh, https://drive.google.com/file/d/1SCrJN _xDHDp574EGazzSAPrLeasiyqR7/view?usp=sharing

e Dostoyevski , Notes From Underground, BO17
— EIlgliSh, https://drive.google.com/file/d/113S1pnYaDDE3IOB7hHFX21E8Lh2pA Aia/view?usp=sharing
- Turkish, https://drive.google.com/file/d /1gPtIKqwShzNUXnhCxUasK40X7b32 ukR/view?usp=sharing

e Stephen King , The Green Mile, B028
— English, nttps://drive.google.com/file/d/12GulHmq-KpQOPR _-dMPHiGzc2FfGXsCE /view?usp=sharing
— Turkish, nttps://drive.google.com /file/d /1n505twgM9031hKOfkBma._ fLbIJizQXrW /view?usp=sharing

e J.K.Rowling , The Order of the Phoenix, BO05
— English, https://drive.google.com/file/d /159VXtW-p6ielhJ7mJVW nnxfehMA2cDL/view?usp=sharing
- Turkish, https://drive.google.com/file/d/1R8aD8Uxxx_3P60Et pP3FdEV4SYcJJEQ/view?usp=sharing

3.2. Installation of Moses and Giza

Moses [2| is a statistical machine translation tool that is widely used in this
area. We followed the instructions on Moses’s website [10] when we installed it on our
computers.

Moses runs on a Linux based system. Because we both used Windows, we needed to
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install Ubuntu subsystem on Windows. For installing a subsystem, we need to enable

it on our computers by running the command below on Windows PowerShell.

$Enable-WindowsOptionalFeature -Online -FeatureName

Microsoft-Windows-Subsystem-Linux

After enabling it, we downloaded Ubuntul8.04 to this subsystem and installed it with

the commands below.

$Invoke-WebRequest -Uri https://aka.ms/wsl-ubuntu-1804 -OutFile
Ubuntu.appx -UseBasicParsing

$Add-AppxPackage .\Ubuntu.appx

After successfully installing Ubuntu subsystem, we needed to install the dependency

libraries of Moses. This is the command we used to install the necessary libraries.

$sudo apt-get install [package name]

The libraries are:

g++

git
subversion
automake
libtool
zliblg-dev
libicu-dev
libboost-all-dev
libbz2-dev
liblzma-dev
python-dev
graphviz
imagemagick

make
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cmake
libgoogle-perftools-dev (for tcmalloc)
autoconf

doxygen

After installing the packages, we needed to install bjam as Moses requires bjam for

running. To upload bjam the commands are:

$wget https://dl.bintray.com/boostorg/release/1.64.0/source/boost_1_64
_0.tar.gz

$tar zxvf boost_1_64_0.tar.gz

$cd boost_1_64_0/

$./bootstrap.sh

$./02 -j4 --prefix=$PWD --1libdir=$PWD/1ib64 --layout=system
link=static install || echo FAILURE

$./bjam --with-boost="/workspace/temp/boost_1_64_0 -j4

After executing the commands above, we started to have problems on running b2. In
the installation guide the last command is recommended to run bjam because Moses
needs to know where is the boost libraries are installed. But despite trying many
versions of the library location, we couldn’t manage to run the system.

Because there aren’t enough resources about the problems about Moses on the Internet
we couldn’t find a solution there. Also, the installation guide is the only guide on
Internet about the installation of Moses.

To solve our problem we consulted to Buse Buz, a former student of Tunga Gungor
who worked with Moses before. With her help we were able to install Moses at last.
The solutions we tried are:

1. Downloading and extracting the tar file again for boost installation.

2. Running the ./bjam command on the same directory of the boost library file because
we couldn’t give the address as argument.

3. Cloning the Moses file from Moses GitHub repository [11]. The repo also contains
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the boost library for the bjam command.

After applying the solutions above, we were able to run the bjam command that installs
the Moses. The third solution is the most essential one as the installation guide doesn’t
mention that we needed to download Moses at some point from an external resource.
We assumed Moses will appear after we did the steps on the installation guide [10]. To

run the Moses run the bjam command below.

$./bjam -j4

We didn’t need other bjam commands in the installation guide. The command takes
a long time to run. After running this command a mosesdecoder directory needs to

appear otherwise it means there is an error.

To run Moses [2], a word alignment tool is necessary. We used Giza++ as it works
with Moses system and it was recommended by our professor. To install Giza+-+, we

followed the steps in [12]. The commands are listed below.

$git clone https://github.com/moses-smt/giza-pp.git

$cd giza-pp

$make

$cd ~/mosesdecoder

$mkdir tools

$cp “/giza-pp/GIZA++-v2/GIZA++ ~/giza-pp/GIZA++-v2/snt2cooc.out

~/giza-pp/mkcls-v2/mkcls tools

After successfully executing these commands, Moses is ready for running.
3.3. Running Moses
To run the moses we follow the instructions at its website [12]. Since moses does

not have a Turkish option, we make the tokenizetion and trucasing as English for both

languages.
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3.3.1. Corpus Preparation

Corpus preparation was the first step of our project. The corpus files’ names are

"BU en.txt" and "BU _tr.txt"

Some following files created as txt type but it was a rookie mistake and causes

110 error.

For tokenization we used the following commands:
~ /mosesdecoder/scripts/tokenizer /tokenizer.perl -l en < ~/Bu_en.txt > ~ /token.en.txt

~ /mosesdecoder /scripts/tokenizer /tokenizer.perl -l en < ~/Bu_ tr.txt > ~ /token.tr.txt

For truecasing we first trained trucaser for some statistics with the following
commands.
~ /mosesdecoder /scripts/recaser /train-truecaser.perl -model ~ /train _truecaser.en.txt
—corpus ~/token.en.txt
~ /mosesdecoder /scripts/recaser /train-truecaser.perl -model ~ /train_truecaser.tr.txt

—corpus ~/token.tr.txt

For truecasing we used the following commands.
~ /mosesdecoder /scripts/recaser /truecase.perl —model ~/train_truecaser.en.txt <
~ /token.en.txt > ~/true.en
~ /mosesdecoder /scripts/recaser /truecase.perl —model ~ /train truecaser.tr.txt <

~ /token.tr.txt > ~/true.tr

For cleaning we used the following commands.
~ /mosesdecoder /scripts/training/clean-corpus-n.perl ~ /corpus/true tr en ~/clean 1

80
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3.3.2. Language Model Training

For creating language model and binarise it we used the following commands.
mkdir ~/lm
cd ~/lm
~ /mosesdecoder/bin/lmplz -0 3 <~ /true.en > arpa.en.txt

~ /mosesdecoder/bin/build _binary arpa.en.txt blm.en

This step can be checked with the following command, it gives a result trying to
convert the sentence written.

echo "is this an English sentence 7" | ~/mosesdecoder/bin/query blm.en

3.3.3. Training the Translation System

Training takes a lot of time. It took more than 6 hours, may be fasten with -cores
argument.
mkdir ~/working
cd ~/working
nohup nice ~/mosesdecoder /scripts/training/train-model.perl -root-dir train -corpus
~/clean -f tr -e en -alignment grow-diag-final-and -reordering msd-bidirectional-fe —lm

0:3:$HOME /lm /blm.en:8 -external-bin-dir ~/mosesdecoder /tools > training.out

3.3.4. Tuning

Tuning also took about 4 hours. Running it multi-threaded said to be a lot faster
but related commands did not work for our computers.
cd ~/corpus
wget http://www.statmt.org/wmt12/dev.tgz

tar zxvf dev.tgz

We used news-test2008 for tuning, so we tokenised and truecased it first.
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cd ~/

~ /mosesdecoder /scripts/tokenizer /tokenizer.perl -1 en < dev/news-test2008.en > news-
test2008.tok.en

~ /mosesdecoder /scripts/recaser /truecase.perl —model train_truecaser.en.txt < news-
test2008.tok.en > news-test2008.true.en

~ /mosesdecoder/scripts/recaser/truecase.perl —model train_truecaser.tr.txt < news-

test2008.tok.en > news-test2008.true.tr

Then we launched the tuning process.
cd ~/working
nohup nice ~/mosesdecoder/scripts/training/mert-moses.pl /news-test2008.true.tr
~ /news-test2008.true.en ~ /mosesdecoder/bin/moses train/model /moses.ini —mertdir

~ /mosesdecoder /bin/ > mert.out &

3.3.5. Testing

Moses can be run with the following command then typing a sentence to try.

~ /mosesdecoder /bin/moses -f ~/working /mert-work /moses.ini

In order to make it start quickly, we binarised the phrase-table and lexicalised
reordering models with the following commands.
mkdir ~ /working/binarised-model
cd ~ /working
~ /mosesdecoder /bin/processPhraseTableMin -in train/model /phrase-table.gz -nscores
4 -out binarised-model/phrase-table
~ /mosesdecoder /bin /processLexical TableMin -in train /model /reordering-table.wbe-msd-

bidirectional-fe.gz -out binarised-model /reordering-table

To measure this, we used another parallel data set (the test set). We used harry
potter goblet of fire

cd ~/corpus
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~ /mosesdecoder /scripts/tokenizer /tokenizer.perl -l en < ates_kadehi en.txt > ates.tok.en
~ /mosesdecoder /scripts/tokenizer/tokenizer.perl -1 fr < ates kadehi tr.txt > ates.tok.tr
~ /mosesdecoder /scripts/recaser /truecase.perl -model train _truecaser.en.txt < ates.tok.en
> ates.true.en

~ /mosesdecoder /scripts/recaser /truecase.perl -model train _truecaser.tr.txt < ates.tok.tr

> ates.true.tr

The model that we've trained can then be filtered for this test set, meaning that
we only retain the entries needed translate the test set. This will make the translation

a lot faster.

cd ~ /working ~ /mosesdecoder /scripts/training /filter-model-given-input.pl filtered-

ates mert-work /moses.ini ~ /ates.true.tr -Binarizer ~/mosesdecoder /bin /processPhraseTableMin

We tested the decoder by first translating the test set (takes a wee while) then

running the BLEU script on it:

nohup nice ~ /mosesdecoder/bin/moses -f ~/working/filtered-ates/moses.ini <
~/ates.true.tr > ~/working/ates.translated.en 2> ~ /working /ates.out
~ /mosesdecoder /scripts/generic/multi-bleu.perl -le ~ /ates.true.en <

~ /working /ates.translated.en

This gives us a BLEU score of 17.02

3.4. Data Preprocessing

When we tested our trained system with a part of the training data, we get 17.02
BLEU score. Since this is not a reliable result, we divided the corpus into three parts
as 550K, 68800, 69470 lines long, for train, tune and test respectively. With 3-gram
model and without any preprocessing it gives BLEU score of 0.13 which is noticeably

low, which leads us to data preprocessing to get better results.
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3.4.1. Stemming words

For English stemming we used PorterStemmer from Python’s NLTK library [13],
since it is commonly used and reliable with results. Algorithm behind the PorterStem-

mer is referenced as [14].

For Turkish Stemming we used Zemberek library [15], which is also common to

use in Turkish NLP works. We followed this medium tutorial [16] to use Zemberek.

Stemming improve the score to 0.35 from 0.13, so we used stemming in our next

steps.

Turkish Stemming

from typing import List
from jpype import JClass, JString, getDefaultJVMPath, shutdownJVM, startJVM,
java

import string

def file_stemmer_turkish(read_filename,write_filename, morphology):
file_read = open(read_filename, encoding="utf8")
file_write = open(write_filename,"w+", encoding="utf8")
lines = file_read.readlines()
for words in lines:
words = words.translate(str.maketrans(’’, ’’, string.punctuation))
analysis: java.util.ArrayList =
(morphology.analyzeAndDisambiguate (words) .bestAnalysis())
pos: List[str] = []
for i, analysis in enumerate(analysis, start=1):
f’\nAnalysis {i}: {analysis}’,
f’\nPrimary POS {i}: {analysis.getPos()}’

f’\nPrimary POS (Short Form) {i}: {analysis.getPos().shortForm}’

pos . append (
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f’{str(analysis.getLemmas() [0])}’
)

result_file.write(£’{" ".join(pos)}\n’)

ZEMBEREK_PATH = r’zemberek-full.jar’

startJVM(getDefaultJVMPath(), ’-ea’, ’-Djava.class.path=%s’ %
(ZEMBEREK_PATH) )

TurkishMorphology = JClass(’zemberek.morphology.TurkishMorphology’)

morphology = TurkishMorphology.createWithDefaults()

file_stemmer_turkish("read_filename.txt","write_filename.txt",morphology)

English Stemming

import string
import nltk
from nltk.stem.porter import PorterStemmer

porter_stemmer = PorterStemmer ()

def file_stemmer(read_filename,write_filename):

file = open(read_filename,"r", encoding="utf8")
file_write = open(write_filename,"w+", encoding="utf8")
for line in file.readlines():

# First Word tokenization

nltk_tokens = nltk.word_tokenize(line)

#Next find the roots of the word

for w in nltk_tokens:

file_write.write(porter_stemmer.stem(w) + " ")

file_write.write("\n")

3.4.2. Removing Punctuation

We removed punctuation from stemmed data.
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Removing punctuation decreased the score to 0.26 from 0.35 so we did not use it

for the next steps.

Removing Punctuation

def file_wout_punc(read_filename,write_filename):
file = open(read_filename,"r", encoding="utf8")
file_write = open(write_filename,"w+", encoding="utf8")
file_lines = [’’.join(c for ¢ in s if c not in string.punctuation) for s
in file.readlines()]

file_write.write(file_lines + "\n")

3.4.3. Stopword Removal

We used NLTK’s stopwords for removing stopwords. NLTK Corpus has stopword
list for 16 different languages which includes Englih and Turkish. After stopword

removal, we also stemmed the data.

Stopword removal is also decreased the score to 0.13 from 0.35, hence used only

stemming in these steps.

Stopword Removal

import nltk
from nltk.corpus import stopwords

nltk.download(’stopwords’)

def remove_stopwords(read_filename,write_filename,lang):
file = open(read_filename,"r", encoding="utf8")
file_write = open(write_filename,"w+", encoding="utf8")
for line in file.readlines():

# First Word tokenization
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nltk_tokens = nltk.word_tokenize(line)

#Next find the roots of the word

words = [word for word in nltk_tokens if not word in
stopwords.words (lang)]

sentence = (" ").join(words)

file_write.write(sentence)

file_write.write("\n")

3.4.4. Shuffling Data

Our corpus contains many books, texts and data, but they are concatenated.
Splitting such data with an order is not a good way to train the system since system
is only trained by some books, and testing with another part of corpus may lower the
results since system may not recognize the words. So we shuffled the data in parallel

manner, then stemmed and retry the system.

Shuffling increased the score to 0.41 from 0.35.

Parallel Shuffling

import numpy as np
import random
import math

N = 100000

def file_shuffle_parallel(en_file,tr_file,en_file_shuffled,tr_file_shuffled):

en_file = open(en_file,"r", encoding="utf8")
tr_file = open(tr_file,"r", encoding="utf8")

tr_file_shuffled = open(tr_file_shuffled,"w+", encoding="utf8")

en_file_shuffled open(en_file_shuffled,"w+", encoding="utf8")
en_lines = en_file.readlines()
tr_lines = tr_file.readlines()

count = len(en_lines)
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indices = np.array(range(N))

random.shuffle(indices)
for i in indices:

if i == N:
np.column_stack(np.array([en_lines[i*math.ceil(count/N):],

tr_lines[i*math.ceil(count/N):1]1))

a

.random.shuffle(a )

np
_file_shuffled.writelines(a.T[0])

en
tr_file_shuffled.writelines(a.T[1])

else:
np.column_stack(np.array([en_lines[i*math.ceil(count/N): (i+1)

a:
* math.ceil (count/N)], tr_lines[i*math.ceil(count/N): (i+1) *

math.ceil (count/N)]]1))

np.random.shuffle(a)

en_file_shuffled.writelines(a.T[0])

tr_file_shuffled.writelines(a.T[1])

3.4.5. Changing Train Data

We decreased our training data size to 480K lines from 550K lines, in order to

see the difference.

Decreasing train data size, decreased the score to 0.39 from 0.41 as expected.

3.4.6. 4-gram Langauge Model

So far, we used 3-gram language models in our system. Expecting an increase in

results, we tried 4-gram language model with our stemmed data.

This increased the score to 0.45 from 0.41.
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3.5. NMT

After experimenting on Moses, we decided to work also with NMT, we read and
analyze Nemasus [17] and Marian [18]. Since Marian has more comprehensive tutorial

we decided to work with Marian on NMT.

Unfortunately, our computers cannot handle any NMT tool in terms of CPU and

RAM, so we did not work with NMT tools, instead only worked with SMT.
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4. RESULTS

4.1. Turkish-English Parallel Corpus

We have examined the previous works on parallel corpora. We have seen that
although there are multiple aligned corpora on different categories, there isn’t any
organized, extensive corpus yet. Also, we have searched for the algorithms that we can
use for sentence alignment. After our research, we decided to improve [1] which we

already have to be a more categorized corpus.

The Boun [1] corpus is divided into smaller sections that contain separate books.
You can see the resulting books and their line counts from tables 4.1, 4.2 and 4.3.
Figure 4.1 shows the data type - line number relation for some part of the corpus that
we separated and processed. Figure 4.2 shows the distribution of number of text types

over genres for example we separated 49 books from the corpus.

Corpus Data
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B0, 000+

&0, 000 4
g2
£ .

= 40,000
20,000
2,507 581 208,
— | I i

]
Literatwre  Religious = Official Miowie Prosatry
Dacs Sohipta

Cata Type

Figure 4.1. Data type - Line number graph
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Official Documents: 5\

Books: 49

/ Script: 5

/ Short Texts: 6
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Figure 4.2. Distribution over genres
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Table 4.1: Information about the partitioned books

Title Author Line Count
2001 A Space Odyssey Arthur Clarke 1194
Anna Karenina Lev Tolstoy 6713
Goblet of Fire J.K. Rowling 10051
Prisoner Of Azcaban J.K. Rowling 2922
Enchanters’” End Game David Eddings 6626
Bikent Yonetmeligi Bilkent Universitesi 81
Candide Voltaire 795
The Athenian Constitution Aristoteles 658
Queen of Sorcerers David Eddings 6965
Castle of Wisardy David Eddings 2915
The Da Vinci Code Dan Brown 4280
Discourse on Method Descartes 194




Table 4.1 Continued

State and Revolution
Ecinniler
Master and Man
Erhan Sigorta
Eugenie Grandet
Philosopher’s Stone
Forrest Gump
On the Duty of Civil Disobedience
Book Collection
Pet Sematary
Hotel Baykal
Adcanved English
Imaginary Invalid
Iphigenia in Tauris
The Turkish National Anthem
The Death of Ivan Ilych
The Gambler
Jewellers Block Insurance
Macbeth
Magician’s Gambit
Matrix Script
The Happy Prince,Tales
Musteri Iliskileri
Finding Nemo
On The Nature Of Things
Penguin Island
Pollyanna

Rama

Rendezvouz With Rama

Lenin
Dostoyevski
Tolstoy
Erhan Sigorta
Honore de Balzac
J.K.Rowling
Eric Roth
Henry David Thoreau
Harun Yahya
Stephen King
Hotel Baykal
BOUN
Moliere
Goethe
Mehmet Akif Ersoy
Tolstoy
Dostoyevski
TEB
Shakespeare
David Eddings
The Wachowskis
Oscar Wilde
Bob Peterson
Lucretius
Anatole France
Anna Sewell
Arthur C. Clarke
Arthur C. Clarke

1021
2830
421
104
2010
3398
975
2345
1937
2760

95
882
222

915
1305
106
782
3652
807
261
172
965
461
2387
293
2917
2531




Table 4.1 Continued

Rudin
Mystery of Yellow Room
Savas Danslari
Sen Suclu Degilsin
Chamber of Secrets
Socrates’ Defence
Chamisso
Statesman
Crime and Punishment
The Peach
Anatole France
The Golden Age
The Merry Men
Republic

Titanic Scenario

The Adventures of Tom Sawyer

21 Grams Script
The Call of the Wild
Plesk
Friendship and Old Age
Yazilikaya
New Atlantis

Notes from Underground
The Green Mile

The Order of the Phoenix

Turgenyev
Gaston Leroux
Lokman Cayci
Halil Dagdelen

J.K.Rowling
Platon
Peter Schlemihl
Platon
Tolstoy
Thais
Harun Yahya
Robert Louis Stevenson
Platon
James Cameron
Mark Twain
Guillermo Arriaga
Jack London

Marcus Tullius Cicero
Francis Bacon
Dostoyevski
Stephen King
J.K.Rowling

1845
2368
34
15
3547
333
285
429
2399
18
1770
570
247
776
1199
1075
227
1327
26
218

421
1382
2839
3008

28



4.2. Statistical Machine Translation System
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Firstly, we tried the system with a small file to test the commands we found,

understand the process and get quicker results. Then we worked on the main corpus

where it gives us more accurate results but takes a long time.

We got a BLEU score 17.02 with the main corpus [1], details are on Table 4.2. This

is a reasonable result for the first try, since the best result is 30.5 mentioned at [12]. We

decide on trying to improve this result then move on to the neural translation systems.

You can see the example translations from table 4.3.

Language Model

Line Count

Tuning Test Data

BLEU

Boun Corpus

above 700 k

Boun Corpus|Goblet of Fire

17.02

Table 4.2. BLEU Results

Given Translation
art mi 7 bees 7
iyi bir ¢eviri good a translation
eldiven gloves
bardak glass
aragtirma research
adin ne adin what
isim ne name what
su water
igmek drink
su igcmek water or
kirli yastik dirty pillow
irem giiliiyor irem laughing
tunga hoca en iyi hoca|tunga teacher best teacher
7 saniye sonra 7 seconds after
7 saniye once 7 seconds before

Table 4.3. Translation examples
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4.2.1. Corpus With Different Sizes And Pre-Processing Techniques

We tried our machine translation system with different sizes of corpus as training
data. We also processed the training data in multiple ways as we mentioned in Section

3. From this trials, we got different results. In Table 4.4, there is corresponding ID

numbers for corresponding different trials.

Train Size | Tune Size | Test Size|Preprocessing Type Trial ID
550K Lines |69K Lines |[69K Lines | No preprocessing 1
550K Lines |69K Lines |69K Lines | Stem the words in corpus 2
550K Lines |69K Lines |69K Lines | Stem words and remove punctuation 3
550K Lines |69K Lines |[69K Lines | Stem words and remove stop-words 4
550K Lines |49K Lines [49K Lines | Stem words and shuffle corpus 5
480K Lines [49K Lines [49K Lines | Stem words and shuffle corpus 6
550K Lines [49K Lines [49K Lines | Stem words and shuffle corpus with 4-gram LM |7

Table 4.4. IDs for different trials of translation system
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4.2.2. BLEU Scores Of Different Trials

BLEU (bilingual evaluation understudy) is an algorithm that evaluates the ma-
chine translation system’s success between two different natural languages. We used
BLEU [19] scores evaluating the results of our machine translation system. In Table
4.5, corresponding BLEU scores of our different trials. As you can see, the BLEU
scores that we got can be considered very low compared to the usual expected scores.
We think the reason for this is that our 3-gram and 4-gram precision scores are very
low. Because BLEU score is the geometrical mean of these 4 precision, our global score

comes out as low.

Trial ID | BLEU Score

1 BLEU = 0.13, 10.2/0.4/0.0/0.0
BLEU = 0.35, 21.9/1.5/0.2/0.0
BLEU = 0.26, 12.9/0.9/0.1/0.0
BLEU = 0.13, 13.8/0.6/0.0/0.0
BLEU = 041, 15.6/0.8/0.2/0.1
BLEU = 0.39, 18.3/0.7/0.1/0.1

BLEU = 0.45, 19.4/0.9/0.2/0.1
Table 4.5. BLEU Scores of different trials

| O | O = | W

4.2.3. Example Translations With Non-shuffled Corpus

We did our first experiments with the non-shuffied corpus. To create training,
tuning and testing data we divided the corpus. In Tables 4.6 and 4.8 contains example
input sentences after preprocessing, and the translated results are placed in Table 4.7
and 4.9, respectively. If you look at the sentences, they may not look understandable

most because the input data for the system was pre-processed.

Turkish sentence 1: Insanlar diipediiz dikkatsizlik ediyorlar, sokaklara firlamiglar

giipegiindiiz, sirtlarinda Muggle giysileri bile yok, boyuna dedikodu ediyorlar."

English sentence 1: People are being downright careless, out on the streets in
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broad daylight, not even dressed in Muggle clothes, swapping rumors."

Trial ID | Processed Input Sentence-TR

1 Insanlar diipediiz dikkatsizlik ediyorlar, sokaklara firlamislar giipegiindiiz,

sirtlarinda Muggle giysileri bile yok, boyuna dedikodu ediyorlar."

2 insan diipediiz dikkat et , sokak firla giipegiindiiz , sirt UNK giysi bile yok ,
boy dedikodu et . &quot;

3 insan diipediiz dikkat et sokak firla giipegiindiiz sirt UNK giysi bile yok
boy dedikodu et

4 insan diipediiz dikkat et sokak firla giipegiindiiz sirt UNK giysi bile yok

boy dedikodu et
Table 4.6. Processed Turkish input sentence 1

Trial ID | Translated Output Sentence-EN

1 Insanlar diipediiz dikkatsizlik ediyorlar get , they criticize them behind

sokaklara firlamiglar giipegiindiiz get , they criticize them behind sirtlarinda
Muggle giysileri say &quot; Ugh ! &quot; to them new creation ? &quot; ...
contrary , it causes them anxiety . boyuna they ediyorlar and devoting himself to

that god . mood &quot; in their paintings , sculptures

2 for diipediiz these of at firla giipegiindiiz they sirt , giysi say , then the
boy is that what they

3 the diipediiz refer to these in a firla giipegiindiiz sirt hi giysi around the

same boy they are

4 the life diipediiz dikkat school firla sirt giipegiindiiz ¢ giysi form corrupt

televis person boy .

Table 4.7. Translated English output sentence 1
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Turkish sentence 2: Dudley’nin agzi dehsetle acildi, ama Harry’nin yiiregi hopladi.

English sentence 2: Dudley’s mouth fell open in horror, but Harry’s heart gave a

leap.

Trial ID | Processed Input Sentence-TR

1 Dudley’'nin agz1 dehsetle acgildi, ama Harry'nin yiiregi hopladi.
2 UNK agiz dehget a¢ , ama UNK yiirek hopla .

3 UNK agiz dehget a¢ ama UNK yiirek hopla

4 UNK agiz dehget a¢ UNK yiirek hopla

Table 4.8. Processed Turkish input sentence 2

Trial ID | Translated Output Sentence-EN

1 Dudley &apos;nin agz1 dehsetle acildl get , they criticize them behind their
Harry &apos;nin yiiregi hopladi not know they had said anything unkind

2 , ag1z they open , yiirek dehget a¢ hopla .
3 hi agiz dehget but to hi yiirek hopla
4 except agiz dehsget “ yiirek hopla account

Table 4.9. Translated English output sentence 2
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4.2.4. Example Translations With Shuffled Corpus

After trying the corpus without shuffling its lines, we decided to try the translation
system on the corpus that we shuffled its lines. We expected that the shuffled corpus
would give better results because the genres of the books were different and the training
data would have all the genres if we shuffled it. In Tables 4.10 and 4.12 contains example
input sentences after preprocessing, and the translated results are placed in Table 4.11

and 4.13, respectively.

Turkish sentence 3: Gozleri los 1518a alistiginda, Floyd geceyi yagayan yerin tama-

men karanlik olmadigini farketti.

English sentence 3: Then Floyd saw, as his eyes grew more accustomed to the

fainter illumination, that the night land was not wholly dark.

Trial ID | Processed Input Sentence-TR

5 g6z log 151k alis , floyd gece yasa yer tamamen karanlik ol farket .
6 g0z log 151k alig , floyd gece yasa yer tamamen karanlik ol farket .
7 goz log 151k alig , floyd gece yasa yer tamamen karanlik ol farket .

Table 4.10. Processed Turkish input sentence 3

Trial ID | Translated Output Sentence-EN

5 ask semidark of alis cast floyd to feel shake server littl away farket .
6 ask semidark of alig of floyd to feel shake server littl away farket .

7 ask semidark of alis of floyd to feel shake server littl away farket .

Table 4.11. Translated English output sentence 3
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Turkish sentence 4: Garion’un bu cevab1 sonsuz acisini daha da artirmig gibi

kasildi Torak’in yiizii.

English sentence 4: Torak’s face twisted as if his perpetual agony had been dou-

bled by Garion’s refusal.

Trial ID | Processed Input Sentence-TR
5t garion bu cevap son aci daha da artir gibi kas torak yiiz .
6 garion bu cevap son aci daha da artir gibi kas torak yiiz .
7 garion bu cevap son aci daha da artir gibi kas torak yiiz .
Table 4.12. Processed Turkish input sentence 4
Trial ID | Translated Output Sentence-EN
5 garion everyon get letter ac1 peasant &apos; artir : kas torak about .
6 garion everyon get the june aci our &apos; artir : kas torak about
7 garion everyon get the june aci our &apos; artir : kas torak about

Table 4.13. Translated English output sentence 4
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5. CONCLUSION AND DISCUSSION

We worked on BOUN Corpus [1] and tried to divide it into smaller meaningful
sections. After dividing and editing, we have decided to create a machine translation

system based on the BOUN Corpus [1].

At the beginning of our project, we did a state-of-the-art research. We tried to
find as many Turkish-English corpus as we can. Based on our research, we learned how
a corpus should be and saw various methods to create a corpus. We also concluded
that there wasn’t an extensive Turkish-English corpus that is created aside from the

corpus that is created by Boun-Itu [1].

After seeing that the Boun [1] corpus contains lots of mixed texts, we tried to
divide the into their respective books. We did it in the way that is described in the
Methods section.

We tried to roughly examine the corpus to see if it was aligned well during our
separation work as well. We saw that most of the corpus was well aligned but it has
some small mistakes at the beginning of some books and some misalignment about the
bibliography of the books. We also saw that some of the books were put in the corpus
twice, hence the corpus contained duplicate lines which are an unhealthy feature to

have in a corpus.

At the end of the last semester we divided 200000 lines of the Boun corpus [1] and
created a more organized corpus. This semester, we continued our project by creating
a machine translation system that uses our corpus. In the first step, we decided to
create a machine translation system using Moses [2]. We had several problems when
we were trying to install and run Moses. It was especially hard to solve our problems
because there weren’t enough resources about Moses online. We spent lots of time

trying to figure out the program.
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After finding solutions to our problems, another hardship we faced was that
running of the Moses [2] took a long time because there were too many steps to execute
like tokenization, true-casing and cleaning the corpus. After that we needed to create
a language model, tune it and test it. Those steps required the execution of many
commands and the execution of the commands was long due to the size of the corpus.
To make the process faster we decided to write a shell script. Because we both didn’t

do it before, we will first do some research on it.

After being able to run Moses [2] with no problem, we first tried whole corpus and
a very small part of corpus to test out Bleu scores. As we expected, the Bleu score of the
results increased with the increasing size of corpus that we used for training. When we
were doing our first trials, we also saw that it took a really long time to run the Moses.
Especially tuning stage took a really long time. This made our experiments significantly
harder because the maximum number of experiments that we could conduct was one
per day. Conducting experiments got harder in the next stages after Moses [2] stopped
working on Sumeyra’s computer. The main reason for this error was that Moses 2]
requires a lot of memory space for running and Sumeyra didn’t have this. We don’t

know really how we could speed up this process but it really wasn’t practical.

As we decided to try different sizes of the corpus to see the results, we first tried
different sizes. We tried whole corpus and a small proportion at first. Our result from
this first trials was that indeed, the increasing training corpus size increased the scores.
After contemplating about train, tune and test data proportions we decided to apply

a 80%, 10%, 10% percentage for the data.

After completing the experiments about the corpus size we decided to pre-process
the training data to see if we could improve the current results. We tried taking
the stems of the words, removing the punctuation marks, removing stop-words and
different combination of those pre-processings together for the data. After these trials,
we discovered that we could get the best result with the stemmed words and 4-gram
language model. In this step the main problem that we faced was the Bleu scores that

we achieved. All of the Bleu scores that we achieved were less than 1 which can be
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considered fairly bad. We didn’t know what caused these bad scores as we applied

every step of running Moses correctly as instructed in the documentation.

We also tried to install a neural machine translation as we decided at the be-
ginning of our project but neural machine translation systems generally required high
computing power and both Sumeyra and Irem worked with Ubuntu subsystem on

Windows and didn’t have enough resources to execute healthy experiments.

In this project, we learned how to prepare data for a machine translation system.
We never prepared data before and we saw that it was a very hard and tedious job.
But in every machine translation system, data is very important to get good results.
Also processing data to get the maximum results is also very important. In conclusion,
in this project we had the opportunity to try preparing data and process these data to

create an optimum machine translation system.
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6. FUTURE WORK

Up until know we prepared corpus data. We split the corpus into smaller parts and
we separated them by the genre. After creating a reasonable corpus we experimented
on best parameters and data processing algorithms to find the optimum translation

results. These results can be found on Section 4.

The future work can be done on the Bleu scores of the statistical machine trans-
lation system. We compared the Bleu scores of different data for the training and
concluded the best resulting one based on comparison. However, our Bleu scores has
problem that they are below one which shouldn’t be like that. Normally, for statistical
machine translation systems scores around 30 are normal. We didn’t know the problem

so one possible future work can be to inspect the problem about the scores.

Most important future work is the publishing the corpus that we prepared. The
main corpus resource [1] we used is not a public one and it doesn’t belong to us so
we couldn’t put it in a public Github repository. In the future, we are expecting the

corpus that we created to be shared so everyone can work on it.
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