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Arnoldi is analogue of Gram-Scmidt for similarity transformations to 

Hessenberg form rather than QR factorization. 

 

It can be stopped part-way, partial reduction to Hessenberg form. 



We want to transform A unitarily into upper Hessenberg form : 

This is a recurrence relation for qn 



This is modified Gram-Schmidt that implements 33.4 



Krylov subspaces generated by A and b 

n × m Krylov matrix : 



Arnoldi iteration is based upon the QR factorization of the 

matrix with columns b,Ab,…,An-1b 

 

Simultaneous iteration and the QR algorithm is based upon the 

QR factorization of the matrix with columns Ane1,A
ne2,…Anem 





is a basis for  

is the representation of A in the basis 
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• Compute Hn by Arnoldi algorithm 

 

• Compute eigenvalues of Hn by standard methods 

(such as QR) 

 

• These eigenvalues converge to extreme eigenvalues 

of A  









If we replace p above by pn and put 

this lemniscate is called Arnoldi lemniscate. 

As the iteration number n increases, components of these lemniscates 

typically appear which surround the extreme eigenvalues of A and then 

shrink rapidly to a point, namely eigenvalues itself. 







Consider the polynomial 


