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3.5 Examine the formal definition of a Turing machine to answer the following questions, and
explain your reasoning.

a) Can a Turing machine ever write the blank symbol on its tape?

b) Can the tape alphabet Γ be the same as the input alphabet Σ?

c) Can a Turing machine’s head ever be in the same location in two successive steps?

d) Can a Turing machine contain just a single state?

3.10 A Turing machine with doubly infinite tape is similar to an ordinary Turing machine, but
its tape is infinite to the left as well as to the right. The tape is initially filled with blanks except
for the portion that contains the input. Computation is defined as usual except that the head
never encounters an end to the tape as it moves leftward. Show that this type of Turing machine
recognizes the class of Turing-recognizable languages.

3.12 A Turing machine with left reset is similar to an ordinary Turing machine, but the transition
function has the form

δ : Q× Γ→ Q× Γ× {R, RESET}.

If δ(q, a) = (r, b,RESET), when the machine is in state q reading an a, the machine’s head jumps
to the left-hand end of the tape after it writes b on the tape and enters state r. Note that these
machines do not have the usual ability to move the head one symbol left. Show that Turing ma-
chines with left reset recognize the class of Turing-recognizable languages.

3.15 Show that the collection of decidable languages is closed under the operation of

a) union.

b) concatenation.

c) star.

d) complementation.

e) intersection.

3.16 Show that the collection of Turing-recognizable languages is closed under the operation of

a) union.

b) concatenation.

c) star.
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d) intersection.

• For each k ≥ 1, Lk = {w|w is a k-symbol description of a Turing Machine} is regular.
• All nonregular context-free languages contain infinitely many strings.”
• The 1TM model is defined just like the Turing Machine model in the book, with the exception
that no 1TM can move its head to the left. Prove or disprove the following statement: 1TM is
equivalent to DFA in terms of language recognition power.
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