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COMPRESSION




WHAT IS COMPRESSION?

» Reducing amount of data

» Then, recovering full data
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From this moment on I want you to pick up the ball and run
with it- we need

<compression>

- Blue sky thinking is not
enough-. We need out of the box here. Going forward what we

on the spot,
it will be to

Please fi1. ...
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<compression>

dictionary:

“"meaningful and
relevant scenarios
at this point in
time going forward"
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PREDICTABILITY




INFORMATION THEORY

» There is a limit for compression,

» We call it entropy limits.



TEXT

ENTROPY

» Low Entropy => Quite predictable

» High Entropy => Hard to predict



TEXT

POSSIBILITIES OF A, B, C, D EVENTS:

» 1/4 for A
» 1/4 for B
» 1/4 for C

» 1/4 for D



minimum number of bytes = —log, p

= 2




»00 for A
»01 for B
»10 for C
»11 for D



» https://youtu.be/icruGcSsPp0


https://youtu.be/icruGcSsPp0

THANKS!



